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ABSTRACT

Data and software are critical components of scientific work. Increased data and software sharing promises many benefits for science. Many stakeholders are building infrastructure and implementing policies to promote sharing. However, sharing remains rare in practice. Attention must be paid to researchers’ ethical perspectives on sharing to fully realize the promise of sharing and promote greater circulation of data and software and better uptake of infrastructure for data and software curation. This research presents an agenda for researching these perspectives, including characterizing and accounting for researchers’ perspectives; examining how these perspectives shape decisions related to data and software sharing; and understanding how and why differences in perspectives arise and are contested, negotiated, and resolved in multidisciplinary scientific collaboration. This agenda will enable stakeholders to identify and resolve differences in ethical perspectives, and develop policies, infrastructures, and education that support existing ethical perspectives, and cultivate better ethical practices.

1. Introduction

Data and software are critical components of scientific work, and major investments are made in their production. Data and software produced for one purpose often have potential to be successfully reused for other purposes, thereby advancing scientific progress (Pasquetto, Randles, & Borgman, 2017). Access to data and software underlying scientific results can also allow detection of malpractice or fraud, thereby promoting trustworthy science. However, the full potential of investments in producing data and software is far from realized. These research products often remain inaccessible to, or unusable by, other researchers, and often get neglected, leading to irretrievable loss (Heidorn, 2008).

To facilitate improved data sharing and reuse, funding agencies and universities have devised policies, and made investments in implementing digital infrastructure, for data curation (National Science Foundation [NSF], 2010). To improve compliance with these policies, and design and uptake of infrastructure, many library and information science (LIS) scholars work to characterize challenges to sharing, and to identify possible solutions (Chao, Cragin, & Palmer, 2015; Howison & Bullard, 2016). Nevertheless, sharing is still not widely practiced in most scientific domains (Tenopir et al., 2015). Uptake of digital infrastructure remains poor, compliance with data management policies is frequently not enforced or at the bare minimum level required, and interpersonal exchange of data between researchers is rare (Wallis, Rolando, & Borgman, 2013).

Researchers’ ethical perspectives – that is, their perspectives on what constitutes correct behavior in a particular situation – play a significant role in guiding their behavior across all aspects of scientific practice (Merton, 1973). However, typically embedded in initiatives and studies about data and software sharing is an assumption that researchers make decisions about whether to share based on an analysis of perceived costs and benefits to themselves. To fully realize the potential of data and software sharing requires a shift away from viewing researchers as actors who make decisions about sharing in accordance with self-interest, and towards also addressing the role of their ethical perspectives on sharing.

This paper outlines a research agenda for studying these perspectives, in particular 1) characterizing and accounting for perspectives held by researchers; 2) exploring how researchers from different disciplinary and institutional backgrounds negotiate, contest, and resolve differences in perspectives in multidisciplinary collaborative work; 3) understanding how perspectives change over time, and why; and 4) understanding how these perspectives guide decisions made that affect subsequent possibilities for data and software sharing. This research agenda will guide key stakeholders to 1) identify and resolve differences in ethical perspectives between researchers; 2) cultivate these perspectives further; and 3) devise and implement policies and infrastructure that both support existing ethical perspectives, and cultivate better perspectives.
2. Data and software sharing: promises and reality

Data, as defined by Borgman, are “representations of observation, objects, or other entities used as evidence of phenomena for the purposes of research or scholarship” (2015, p. 28). Increasing circulation of data is widely regarded as desirable for science. Four rationales for data sharing are 1) improving the reproducibility of research, 2) making the results of publicly funded research available to the public, 3) enabling researchers to ask new questions of extant data, and 4) advancing the state of research and innovation through enabling new ways of doing science (Borgman, 2015).

These rationales, although developed with respect to data, also apply to scientific software. Researchers increasingly use software to process and analyze their data. In some cases, this software is proprietary. In other cases, researchers write their own code, or use (and modify) open source software. Rationales that promote data sharing can be adapted to argue that software used to produce scientific results should be available to other researchers, in the sense that researchers should avoid using proprietary software and instead make publicly available the code they write or modifications they make to open source software. Improved software accessibility promotes reproducibility (Atmanspacher & Maassen, 2016). It also leads to improved scientific outcomes for science by reducing the need for researchers to write code that has already been produced by other researchers, and enabling researchers who lack the necessary skills to produce their own code to find and use software produced by others (D. S. Katz et al., 2016).

Improving data and software sharing is an important objective across science, big data and little data domains alike. Practices in big data domains, such as astronomy and bioinformatics, involve the use of very large datasets, on the scale of megabytes or terabytes, and computationally intensive methods (Borgman, 2015). Although a big data domain, at first sight, appears to enjoy data abundance, it is still typically interested in promoting data and software sharing, especially to increase the scientific output of the domain, to justify the large amounts of money invested in the domain infrastructure, and to promote reproducibility and transparency in the domain. Little data domains, by contrast, are characterized by access to much smaller quantities of data. Many of these domains struggle to access data sufficient to pursue their major objectives, a situation that would be improved by promoting circulation of data and software within these domains (Darch & Borgman, 2016).

Data and software can be shared via many methods, including interpersonal exchange and uploading to personal websites or online repositories (Wallis et al., 2013). To facilitate improved sharing, funding agencies and universities have made significant investments in developing data and software repositories (Clark, Karsch-Mizrachi, Lipman, Ostell, & Sayers, 2015; Steinhart, 2014).

Key stakeholders are also devising policies to promote sharing. One example is the NSF requirement for data management plans (NSF, 2010), which includes software as part of the definition of data. Some journals also require authors to make supporting data and software openly available—either as supplementary material or in a publicly accessible repository—as a condition of publication (Stodden, Guo, & Ma, 2013).

Despite these initiatives, and a stated willingness on the part of many researchers to share data and software, sharing is still not widely practiced in most scientific domains (Fecher, Friesike, & Hebing, 2015). Tenopir et al. (2015) found that the mismatch between stated willingness and actual behavior was particularly stark in the case of junior researchers.

Compliance with data and software policies is uneven. Data management policies are often underspecified and unenforced, leaving researchers with discretion about how to interpret and apply these policies in practice. Furthermore, bare minimum compliance with policies does not guarantee that the data and software will necessarily be accessible to, or reusable by, others (Zimmerman, 2008). The uptake of infrastructure for data and software curation and circulation is also often patchy, and mere deposition of data and software is often insufficient to ensure these research products are usable by others.

3. Current research on data and software sharing

To inform the activities of initiatives undertaken to promote data and software sharing, LIS scholars have characterized barriers to data and software sharing.

3.1. Decisions that affect possibilities for data and software sharing

Researchers take many decisions, both explicitly and implicitly, that affect the degree to which their data and software can be, and are, shared. After producing data and software, researchers make decisions relating to how they might comply with any policies that apply to their work, and whether to use available infrastructure to deposit their research products. When faced with requests from other researchers for data or software, the researcher must decide whether and how to respond. Sharing with others requires the researcher to carry out work, such as cleaning datasets, adding metadata or documentation, and answering follow-up queries from potential re-users, to ensure the data or software can be interpreted and reused by others (Wallis et al., 2013).

In addition to decisions taken once datasets and software have been produced, decisions taken by the researcher at earlier stages of the research lifecycle, including stages of experimental design and data collection, also determine the extent to which data and software can be successfully shared (Wallis, Borgman, Mayernik, & Pepe, 2008). Choices made about how data are produced, collected, processed, and stored have a cumulative effect. For data sharing to proceed successfully, the potential re-user of the data must be able both to comprehend the data, and to judge its trustworthiness and reliability (Faniel & Jacobsen, 2010). Potential re-users of software may require detailed documentation about how the software was produced to adapt the software to their own purposes (Ince, Hatton, & Graham-Cumming, 2012).

The issues discussed so far apply to both data and software sharing. However, there are also some differences with data sharing that further complicate the work of software sharing (Trainer, Chaihrunkarn, Kalyanasundaram, & Herbsleb, 2015). Software sharing is a continuous process, even long after the initial sharing of the software occurs. For example, users may encounter bugs, which require the software producer to fix them. Producers of software also often respond to users’ requests for new or more advanced features, which they may address in new versions of the software. Another complication with open source software is that users are able, and often encouraged, to build on the existing code to extend or modify the software. These adaptations place an additional burden on the original software producer, who may choose to incorporate these adaptations into future releases of the software.

A researcher must therefore make many decisions throughout the research lifecycle that affect subsequent potential for sharing data and software. Making data and software shareable places a significant burden on the researcher who produced them, often prohibitively so (Edwards, Mayernik, Batcheller, Bowker, & Borgman, 2011), while the benefits to the researcher of sharing may be uncertain or non-existent.

3.2. Complicating factors in multidisciplinary research

The challenges and burdens of facilitating data and software sharing can vary from domain to domain, and multiply in the context of multidisciplinary research. Science is not a unified endeavor; instead it comprises a dynamic collection of evolving fields, with many variations in practices between fields (Galison, 1996). Some key examples of variations include methods and tools for generating knowledge, forms
of argument and reasoning; organizational structures and hierarchies, and size and scale of collaborative endeavors. Taken together, these (and other) variations give rise to distinct epistemic cultures (Knorr-Cetina, 1999).

Epistemic cultures often vary markedly in terms of issues related to access to and use of data and software, including the motivations for promoting greater data and software sharing. The ways in which domains differ have implications both for data and software sharing practices within individual domains, and when domains meet in multidisciplinary collaboration. Differences are particularly stark between big and little data domains.

Big data domains are typically characterized by access to, and use of, sophisticated digital infrastructure for data production, such as sky surveys or the Human Genome Project (Borgman, 2015). Datasets produced in this fashion are often assumed to belong to the community as a whole, rather than to any particular researcher or group of people. Many researchers write their own code for processing and analyzing datasets. Standards for data and software, such as metadata standards, formats, and documentation, are typically widely adhered to across a single big data domain.

Meanwhile, in little data domains, data and software sharing is inhibited by a number of factors particular to those domains (Borgman, Wallis, & Eneyed, 2007). Data are typically scarce and hard-won, and collected by an individual researcher or a small team, leading to researchers feeling a greater sense of ownership over the data they collect. The types, formats, and approaches to management of datasets can vary from researcher to researcher and infrastructure for data curation and circulation is typically patchy, impeding transfer and interpretation of datasets. Further, data very often get lost at the end of a project, or when the researcher leaves the domain (e.g., when a doctoral student moves into an industry position after completion of their degree). Scope for sharing software is often low because few researchers in the domain may write their own code to process and analyze data, relying instead on proprietary software.

Contemporary scientific practice is often conducted in collaborations comprising researchers from multiple domains (typically from two to six), each with their own distinctive epistemic culture, coming together to study a single phenomenon or system (Cummings & Kiesler, 2005). Although the challenges to promoting sharing data and software between two domains are obvious where one is a big data domain and the other is a little data domain, significant challenges can also exist at the interface of two big data domains. Even if each of the domains in question has well-established standards and infrastructure to facilitate data and software circulation internally, standards and practices are still likely to vary between the domains.

3.3. Studies and initiatives to promote data sharing

Typically embedded in the various initiatives and studies aimed at promoting sharing is an assumption that researchers make decisions about whether to share data or software based on an analysis of perceived costs and benefits (Trainor et al., 2015). Central to these initiatives and studies, therefore, is a concern with shifting the balance of burdens and incentives facing researchers.

Studies that focus on reducing burdens address resources available to reduce barriers to sharing (Tenopir et al., 2015; Wallis et al., 2013). These resources include repositories or registries for deposition; standards, for example, for data production methods and metadata (Lavoie, 2008), that allow for interoperability and ease of transferring data from one context to another; and funding and time available to carry out the work necessary to facilitate sharing. Increased provision of these resources can make data and software sharing less burdensome to realize.

Other studies and initiatives focus on changing incentive structures for researchers. Some studies address the issue of scholarly credit, for example, considering whether researchers will be more likely perform the work necessary to facilitate sharing if they receive some form of scholarly attribution, such as citation (CODATA-ICTST Task Group on Data Citation Standards Practices, 2013; Crosas, Carpenter, Shotton, & Borgman, 2013). More recently, attention has turned to devising principles for citing software (Smith, Katz, & Niemeyer, 2016). Credit for software is a particularly challenging issue because many individuals may have made incremental or slight contributions to a particular piece of software. Other studies highlight the effects of policies that require researchers to share data. These policies provide negative incentives, because sharing is required to avoid the risk of penalization (Fecher et al., 2015).

Despite these studies and initiatives and the uptake of infrastructure for and instances of sharing data and software, overall, data and software sharing still remains patchy. Note that the initiatives and studies discussed here largely focus on addressing researchers’ self-interest. It is imperative that other determinants of behavior be explored.

4. Ethical decision making and scientific sharing practices

Viewing researchers as actors whose decisions are shaped largely by a calculus of perceived costs and benefits neglects considering the influence of their ethical perspectives. Rachels and Rachels define ethics as “the effort to guide one’s conduct by reason—that is, to do what there are the best reasons for doing—while giving equal weight to the interests of each individual affected by one’s decisions” (2015, p. 13). In other words, an individual’s behavior is usually guided by considerations of other people in addition to him or herself.

Issues of ethics have long been known to play a critical role in shaping researchers’ behavior (Kalleberg, 2007; Merton, 1973). Researchers are often concerned by the social impacts of their work, equitable distribution of credit, and research integrity. Ethical perspectives can thus be assumed also to play a significant role in shaping researchers’ decision-making with respect to actions that affect data and software sharing.

Addressing ethical perspectives on sharing will help understand both researchers’ willingness to undertake the work necessary to facilitate sharing, and their existing patterns of compliance and use of policies and infrastructure. For example, studies of relationships between ethics and technologies suggest technologies that require users to behave in ways contrary to their own ethical beliefs typically alienate potential users (van den Hoven, Vermaas, & van de Poel, 2015). These studies suggest that poor uptake of data and software infrastructure by researchers could be partly caused by conflicts with the researchers’ own ethical perspectives about sharing. Understanding these perspectives can therefore inform the design of data and software infrastructure that are more attractive to potential users.

Hare (1981) argues that individuals’ ethical reasoning can occur on two planes: the immediate plane and the critical evaluative plane. The immediate plane refers to judgments and actions based on an individual’s ordinary moral sense, or their intuitive sense of what is right or wrong. The critical evaluative plane refers to judgments and actions based on deliberative reasoning about how to behave in a particular situation.

Kitchener and Kitchener (2009) expand the critical evaluative plane into four elements, producing a five-level model for ethical decision-making (with levels 2–5 corresponding to the critical evaluative plane):

1. Immediate level of moral reasoning;
2. Ethical rules, relating to rules such as those contained in codes of conduct;
3. Ethical principles, which are more general than rules or codes of conduct;
4. Ethical theory, providing a philosophical grounding for devising or justifying principles;
5. Meta-ethics, dealing with overarching issues such as how individuals reason ethically.
These five levels are intertwined. A component of a lower level can be justified by components of a higher level (e.g., ethical principles can provide justification for ethical rules, and also find a grounding in ethical theory). If one level of reasoning proves inconclusive, a higher level can be invoked to try and provide resolution (e.g., if different principles provide conflicting guidance about how to proceed, then an individual may turn to ethical theory to resolve this conflict).

The first four levels are discussed below: The fifth level (meta-ethics) cuts across the other four levels.

4.1. Immediate level of moral reasoning

An individual’s moral sense develops as that individual takes cues from authority figures and other members of society about what is ethical. This sense further develops with experience of ethical reasoning about particular situations. This sense usually serves an individual well in familiar situations. However, in new situations an individual’s moral sense may not provide an adequate guide.

The moral sense of a researcher develops in many ways. As their career unfolds, they learn about what is considered ethical in science from their mentors and advisors (e.g., doctoral advisors) and academic peers. However, data and software sharing is an emergent concern, and responding to requests to share may be an unfamiliar situation for researchers. Researchers may be used to collecting and managing data only for their own personal use, and not for possible reuse by others. Further complicating matters is the fact that these decisions about sharing data may need to be made at the interface of different scientific domains, where moral senses may conflict. In many instances relating to data and software sharing, then, a researcher’s moral sense may not be adequate for guiding decision-making.

4.2. Ethical rules

Many professions have codes of conduct that set down a series of rules and ideals to which members should adhere. However, rules cannot completely determine behavior (Carusi & De Grandis, 2012). Reality is complicated and messy, and rules cannot take into account all the contingencies that exist in a particular situation. Individuals subject to these codes, or those who are charged with enforcing these codes, may still have significant discretion in terms of whether and how a code should apply in a particular situation.

Scientific researchers may encounter, or be subject to, codes of conduct or guidelines at different levels, for example:

- Individual laboratory or project;
- Institutional;
- Discipline-specific;
- General scientific associations, for example, the National Academy of Sciences’ (NAS) “On Being A Scientist: A Guide to Responsible Conduct in Research” (National Academy of Sciences, 2009).

Topics of these codes include scientific integrity, human subjects research ethics, laboratory safety, public engagement, non-harassment and non-discrimination, and mentorship of early career researchers (Chadwick, 2005).

Occasionally, these codes cover issues related to data or software. For instance, some codes related to biomedical research direct researchers about handling data in a way that protects research subjects’ privacy. However, many codes that address data or software are ambiguous about how researchers should behave in practice. For instance, while the NAS advises researchers to share data with other researchers upon request, it also acknowledges that data may be “too voluminous, unwieldy, or costly to share quickly” (NAS, 2009, p. 11). Further complicating the application of codes of conduct to decisions related to sharing is the fact that different researchers in a collaboration may be subject to different, even conflicting, codes (for instance, researchers located in different universities, or in different disciplines).

4.3. Ethical principles

A number of ethical principles are relevant to scientific practice. Ambiguity and conflict can arise when these principles are applied to data and software sharing.

4.3.1. Mertonian norms of scientific practice: communalism and disinterestedness

The canonical examples of principles that apply to scientific practice are the norms set out by Merton (1973). The NAS (2009) cites these norms as inspiration. Merton argues that four norms characterize scientific practice, of which two are

- Communalism: Research belongs not to the individual but to the scientific community; and
- Disinterestedness: Scientists do not pursue their self-interest at the expense of the interests of the scientific community.

These two norms can apply to data and software sharing. Communalism suggests that data does not belong to an individual researcher, or group of researchers, but should instead be accessible to all researchers. Disinterestedness suggests researchers should not deliberately hoard data or refuse to release software to gain a competitive advantage over other researchers, if those data or software could be used by others to advance scientific research. However, subsequent research casts doubt on the claim that these norms underpin the behavior of scientists, suggesting researchers are indeed motivated by self-interest (Latour & Woolgar, 1979).

4.3.2. Beneficence and non-maleficence

Two principles related to each other are beneficence and non-maleficence (Beauchamp & Childress, 2001). Beneficence means that research activities should be conducted for the good of others, while non-maleficence means researchers should avoid activities that cause harm to others. These principles have concerned many researchers and ethicists. For instance, the advent of the atomic bomb provoked soul-searching on the part of many physicists, and motivated initiatives to apply physics to the medical sciences (Ceccarelli, 2001).

Beneficence can justify rationales advanced for sharing research data and software, because sharing can advance research and benefit society (Borgman, 2015). Meanwhile, non-maleficence can justify the reasons advanced by some researchers not to share data, in two ways in particular. The first is the concern that the shared data might be used for purposes the researcher considers nefarious (Wallis et al., 2013). For instance, climate science researchers may be concerned that their data will be misinterpreted or misrepresented by those with a vested interest in undermining climate science. The second, particular to human subjects research, is the risk of privacy breaches arising from data sharing. For instance, an individual’s medical data, if made public, could be used by insurance companies or potential employers to discriminate against them (Narayanan, Huey, & Felten, 2016).

4.3.3. Justice

Another relevant principle is justice, namely the idea that benefits and burdens or harms of research should be fairly distributed across different social groups, such as socioeconomic class, race, gender, and nationality. This principle has arisen in many ethical issues related to science. One notorious example is the Tuskegee Syphilis Study, where researchers were found to have exploited a poor African-American community over 40 years, causing lasting harm to the health of many within the community (Katz, Capron, & Glass, 1972). Notions of justice also underpin concerns with ensuring that the benefits of technologies resulting from scientific research are distributed as widely or equitably as possible (Vayena & Tasioulas, 2016).
Justice can underpin arguments for data and software sharing. The open science movement, encompassing open data and open source software (alongside open access to scientific journals), is in part motivated by justice. The resources necessary to produce and use large-scale datasets are often prohibitive for researchers in underserved institutions, and researchers working in developing countries. One key argument of open science is that data and software sharing would allow these researchers to access resources for their research (Uhlir & Schröder, 2007). Justice also underpins the rationale, advanced by Borgman, that the products of publicly funded research, including data, should be made accessible to those who funded the research (i.e., taxpayers) (Borgman, 2015). This rationale balances the burden of paying for research with the right to access research products.

However, justice can also be used to justify not sharing data and software. For instance, justice grounds the idea that researchers who shoulder the burdens of producing data and software should be able to benefit from the data or software first, before having to share them with others (Wallis et al., 2013).

### 4.3.4. Honesty

Researchers should be honest when conducting research and presenting findings. They should not attempt to manipulate or falsify data or findings, or suppress inconvenient findings. Trust underpins scientific practice as the vast majority of research is not witnessed directly by others (Shapin, 1994). Fraudulent research has the potential to undermine both researchers’ trust in each other, and the public’s trust in science. Honesty is a key principle force driving the growing movement for reproducible science (Atmanspacher & Maassen, 2016), which entails data and software sharing.

### 4.3.5. Conflicting or uncertain principles

Invoking ethical principles may not fully resolve dilemmas related to sharing. Principles can provide conflicting guidance. For instance, disinterestedness suggests that researchers should serve science regardless of potential harmful outcomes, while pursuing non-maleficence requires researchers to act in a way that avoids harmful outcomes. Different principles may apply depending on context. Conflicts of principle can multiply in multidisciplinary collaboration, as different principles may apply in different ways to different domains. Researchers in different domains may have different perspectives on data ownership, or on the goals of research in their domain. For instance, researchers in some domains may place a greater emphasis on the social impact of their research than those in other domains.

### 4.4. Ethical theories

Ethical theories, of which there are multiple types, ground principles.

#### 4.4.1. Consequentialism and utilitarianism

Consequentialist perspectives involve an individual making judgments about a course of action on the basis of the anticipated consequences of that action. Utilitarianism, or doing that which causes the greatest happiness for the greatest number of people, is the most well-known consequentialist theory (Bentham, 1996).

Utilitarianism grounds principles of beneficence and non-maleficence. A justification for sharing based in utilitarianism would state that a researcher shares her data or software because the benefits of sharing (such as more efficient or new types of scientific research, or benefits to other researchers’ careers if they can reuse data or software), outweigh the costs (such as potential for data to be misused, or burdens shouldered by the data producer in curating data to a standard where it can be easily shared and reused by others).

#### 4.4.2. Deontologism and Kantian ethics

Deontological theories involve judgments about an action based on whether the act in itself is ethical, irrespective of its consequences. Kantianism is a form of deontologism. At its core, Kantianism is based on the categorical imperative, namely that one should treat others as ends in themselves, and not simply as means (Kant, 1996).

Kantianism grounds a number of principles. One example is honesty. For instance, deliberately falsifying scientific research can harm collaborators’ reputations and waste other researchers’ resources if they attempt to build upon the fraudulent research. From this perspective, data and software sharing can be seen as a way of demonstrating trustworthiness. Justice, too, has a Kantian grounding. For instance, researchers funded by public money should not simply see taxpayers as a resource to be exploited; instead, openly sharing data and software with the public can be regarded as a display of respect and reciprocity.

#### 4.4.3. Contract theory

Contract theory is the idea that humans should hypothetically agree to norms of behavior necessary for the establishment and maintenance of social order. Hobbes (1998) argued that the natural human condition is a state of pure self-interest, leading to harmful outcomes for humans as they compete with each other for scarce resources. Instead, humans give up some individual rights to enable cooperation through the formation of larger social groups and institutions. By regarding science as an institution whose order relies on particular norms of behavior, Hobbesian theory grounds principles such as communalism and disinterestedness, which mandate that a researcher’s conduct should privilege the wellbeing of science over their own personal interests. Thus, a researcher should not hoard data and software if sharing could help to advance science as a whole.

The philosopher John Rawls advanced a different version of contract theory. He argued that humans should derive ethical principles as though they do not know what position in society they occupy (Rawls, 2009). Rawlsian theory grounds principles of justice. For instance, a well-resourced researcher, when considering whether to share their own data, should reason as though they could equally likely be in a position where they do not have the resources to produce their own data. Hence, they should conclude that data sharing is the right thing to do.

#### 4.4.4. Ethics of care

The ethics of care is a feminist critique of traditional ethics that holds that reason should not be prioritized over emotion when making ethical decisions and that there are particular decisions that are made based on relationships among persons (Held, 1998). The ethics of care places particular emphasis on nurturing wellbeing and development. This theoretical perspective could have a number of applications in science. Kinship networks are widespread in science, and include formalized relationships (such as doctoral students and their advisors) as well as informal mentoring networks (Murillo, Gu, Guillen, Holbrook, & Traweek, 2012). For instance, a faculty member who acts as an advisor to a student assumes a particular responsibility for the advisee’s development as a researcher. In particular, the advisor may thus have a responsibility to share with the advisee (even if they choose not to share with others).

A second possible application of ethics of care is in the case of new or emerging domains of science. Very often, a single person, or small group of people, assumes a leadership role in establishing a new domain. Nurturing the domain is likely to involve promoting the production and circulation of data, to enable the domain to grow and produce scientific results, thereby establishing the credibility of the domain and strengthening it further. They are responsible for securing resources to enable the building of infrastructure and policies for data and software curation.
5. Research agenda for studying ethical perspectives on data and software sharing

The research agenda presented here is based on the model presented in Fig. 1. This model draws from the multi-level organization of ethical reasoning discussed in the previous section. It involves understanding researchers’ moral senses, and how these moral senses shape decision-making processes in relation to actions (at all stages of the research lifecycle) that affect data and software sharing. It also involves understanding how and when moral sense is inadequate for shaping these decision-making processes, and thus where the critical evaluative plane becomes relevant. Each level in the critical evaluative plane can shape decision-making processes (Hare, 1981). Further, each of these levels provides grounding for lower levels, and may involve invoking higher levels. Issues of meta-ethics cut across the processes represented in Fig. 1 at all levels. Attention must be paid to separating and comparing perspectives on data sharing compared to software sharing, and to the purposes of sharing (e.g., sharing for reuse vs. sharing for reproducibility).

5.1. Immediate level of moral reasoning

This research agenda involves both characterizing and accounting for researchers’ moral senses, and understanding how these senses shape data and software sharing practices.

5.1.1. Researchers’ moral senses

Within a single laboratory or research collaboration, the immediate moral senses of researchers will often vary. It is important to study not only that part of a researcher’s moral sense that relates directly to sharing practices, but to parts of their moral sense that relate to other aspects of scientific conduct: The researcher may not have had much opportunity to develop a sense in relation to sharing, but may instead draw upon these other parts of the moral sense.

Many factors shape an individual’s moral sense, and its development over time. One factor is disciplinary background, given the disciplinary differences that exist regarding the role of data and software in research (Borgman, 2015). Characterizing a researcher’s social and mentoring networks will also help account for their moral sense, for instance, by helping to understand how the sense of one researcher influences the sense of another, or to whom a researcher turns when they are trying to make ethical judgments around issues of sharing.

5.1.2. Moral senses shape decisions about sharing

Understanding how moral sense shapes behavior has a number of components. How an individual researcher applies their individual moral sense will affect sharing behavior. At the group level (laboratory, or collaborative project), it is important to study how the moral senses of group members interact, conflict, and are negotiated during decision-making processes, particularly in multidisciplinary settings. It is also important to understand where moral senses prove insufficient, and thus where researchers invoke, either explicitly or implicitly, the critical evaluative plane.

5.2. Critical/evaluative plane

For each level of the critical/evaluative plane, it is necessary to study what elements are invoked by researchers, how these aspects shape decision-making processes in instances related to data and software sharing, and what happens when these aspects are insufficient to completely resolve ethical dilemmas.

For instance, at the ethical rules level, it is necessary to study what codes of conduct or guidelines influence researchers. In some cases, these rules will explicitly relate to sharing; in other cases, their links to sharing will be tenuous and the researcher adapts them to the specific issue of sharing. In some cases, these rules will relate to the institution (e.g., discipline, university) in which the researcher is located; in other cases, the researcher will improvise rules devised for another institution.

The processes by which a researcher selects, adapts, rejects, and improvises ethical rules to guide their choices are worthy of study. Further, it is important to understand factors (e.g., disciplinary background, career stage) shaping these processes. The dynamics of how rules are compared, shared, contested, discarded, and accepted within group decision-making processes need to be addressed. Finally, attention should be paid to instances when rules prove insufficient for guiding conduct.

5.3. Infrastructures, policies, and training for data and software sharing

Using the research described above to improve data and software curation and sharing practices involves two approaches in particular, one relating to descriptive ethics (the process of describing and characterizing existing ethical perspectives held by researchers) and the other relating to normative ethics (which addresses questions about how...
researchers should behave, and how to foster the desired behavior) (Kitchener & Kitchener, 2009).

5.3.1. Descriptive approach: interventions to accommodate existing ethical perspectives

A descriptive ethics perspective suggests considering how to devise, modify, and implement policies and infrastructure that better conform to researchers’ existing perspectives (van den Hoven et al., 2015), including how to accommodate multiple perspectives simultaneously, not only increasing the range of researchers to whom the infrastructure and policies appeal, but also reducing the scope for conflict within groups of researchers. The patchiness of existing policies and infrastructure means there is much scope to intervene. These interventions could lead to increased uptake of infrastructure and better compliance with policies that go beyond the bare minimum necessary to satisfy requirements.

5.3.2. Normative approach: interventions to foster desired change in ethical perspectives

A normative ethics perspective suggests determining what ethical perspectives should be held by researchers, and second, how to modify, and implement policies and infrastructure that better conform to researchers’ existing perspectives (van den Hoven et al., 2015), including how to accommodate multiple perspectives simultaneously, not only increasing the range of researchers to whom the infrastructure and policies appeal, but also reducing the scope for conflict within groups of researchers. The patchiness of existing policies and infrastructure means there is much scope to intervene. These interventions could lead to increased uptake of infrastructure and better compliance with policies that go beyond the bare minimum necessary to satisfy requirements.

One component of fostering the desired change in researchers’ perspectives is devising education and training, the needs of which may vary considerably across disciplines. A second component of fostering change is to devise policies and infrastructure that guide researchers to behave in ways that conform to desired ethical perspectives. Research on ethics and technology suggests that features and affordances of technology can shape people’s ethical perspectives, by reinforcing certain types of behavior and discouraging others (van den Hoven et al., 2015).

6. Conclusion

Increased sharing of data and software is a major concern for a range of key stakeholders, including researchers, funding agencies, and governments (Borgman, 2015). Although ethics have long been held to shape researchers’ behavior in general, the role of ethical perspectives on promoting or inhibiting data and software sharing has received little attention to date. The agenda presented here addresses these perspectives. It focuses on identifying differences in perspectives between researchers, why these differences arise, how perspectives change over time, and how differences are contested and resolved as individual researchers, laboratories, and scientific collaborations all make decisions that affect data and software sharing practices.

This research agenda promises to inform the work of scientific policymakers, scientific collaborations, and universities building infrastructure for data and software 1) to identify and resolve differences in ethical perspectives between stakeholders; 2) to cultivate ethical approaches to data and software management and sharing in scientists; and 3) to devise and implement policies and infrastructures that both support existing perspectives on ethics of data and software sharing, and cultivate better ethical practices. Understanding these ethical perspectives will enable investments in training and infrastructure to be targeted so as to be most effective, in turn ensuring that potential investments in data and software production made by public and private funding agencies is fully realized to the benefit of science and society.
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